FURTHER DETAILS REGARDING MAIN TOPICS OF PROGRAMME No. 09/2020 (Item No: 26)
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PART I - ECONOMICS

I Decentralized Planning in India and Kerala


II Decentralised Planning – Institutions and Methodology

III  Dimensions of Decentralisation


IV  Methodology for Beneficiary Selection

Advertisement, through Ward Member, Neighbour Hood Self Help Groups (NHGS), Gramasabha – Role of beneficiary and beneficiary committees in Plan implementation, Gramasabha participation.

V  Expenditure Planning under Decentralisation

Macro perspectives – Financial Planning at GP level (Case study method), Sources fo financing the plans – Grants in Aid – own fund – State Sponsored Schemes-Centrally sponsored schemes, co-operative finance, Institutional finance, voluntary contribution, beneficiary contribution and others.

VI  Project Management and Impact Study

PART II - STATISTICS

Module I: Multivariate Analysis

Basic concepts in distribution theory, Multinomial and bivariate normal distributions and their properties; Multivariate normal distribution, properties, characteristic function, standard characteristics, marginal and conditional distributions, distribution of linear combinations of normal variates; Distribution of quadratic forms in normal variables, distribution of sums and quotient of independent quadratic forms, Cochran’s theorem; Wishart distribution, partitioned Wishart matrix, Distribution of sample dispersion matrix; Hotelling’s $T^2$, Mahalanobi’s $D^2$; Classification problem- classifying to one of $k$ multivariate normal populations, Bayes solution, Fisher’s discriminant function, principal component analysis; canonical variables and canonical correlations, basics of factor analysis and cluster analysis.

Module II: Stochastic Processes and Time Series Analysis

Introduction to Stochastic processes, time and state space, classification of stochastic processes, processes with stationary independent increments, Markov process, renewal process, martingales; Markov chains: Definition, transition probability matrix, n-step transition probability, Chapman-Kolmogorov equation, calculation of n-step transition probability and its limit, classification of states, periodicity, recurrence, ergodic chains; stationary distributions, random walk & gambler’s ruin problem; Poisson process, pure birth process, birth and death processes; Stationary processes, strict and weak stationarity, Time Series Analysis: Decomposition of a Time Series, Measurement of Secular Trend, Seasonal Fluctuations, stationary time series: General linear process, Auto covariance, and their properties, Auto covariance generating function, Stationarity and invertibility conditions, Exponential and moving average smoothing.

Module III: Estimation

Point estimation, Sufficiency and minimal sufficiency, Neyman-Pearson factorization theorem, Exponential family of distributions, Unbiased estimation; Completeness, Basu’s Theorem; UMVUE estimators and their characterizations, Methods of finding UMVUE, Rao-Blackwell and Lehmann-Scheffe theorems, UMVUE estimation of parametric function from standard distributions; Fisher information measure and its properties, Lower bound to the variance of an unbiased estimates, Cramer-Rao inequality. Chapman-Robbin’s bound, Bhattacharya bounds, Efficiency, Consistency; Methods of estimation: Method of moments, Maximum likelihood estimators and their properties, Minimum chi-square and its modification, Least square estimation; Location and scale family of distributions; Elements of Bayesian Inference.
Module IV: Testing of Hypotheses

Neyman-Pearson lemma and its applications, most powerful tests, UMP tests, Unbiasedness, UMPU; LMP, LMPU, tests of hypotheses concerning a real parameter, similar regions, Likelihood ratio tests, asymptotic properties, tests concerning normal distribution (one sample and two samples) and binomial distribution; Sequential procedures, SPRT-Wald’s identity- OC and ASN functions, applications to Binomial, Poisson and Normal distributions; Nonparametric tests – Kolmogorov-Smirnov one sample and two sample tests, Sign test, Wilcoxon signed rank test, run test. Median test. Kruskal-Wallis one-way analysis of variance by ranks, Friedman two way analysis of variance by ranks. Kendall’s rank order correlation coefficient and Kendall’s coefficient of concordance as measure of association.

Module V: Sampling Theory

Ordered and unordered sampling designs, Probability sampling. Simple random sampling with replacement and without replacement. Procedures of selection, Estimation of population mean, total, proportion and variance. Estimation of standard errors of these estimators. Confidence intervals. Determination of sample size. Quota sampling and Snowball sampling; Sampling with varying probabilities: Probability proportional to size (PPS) sampling, Procedure of selecting a PPS sample with and without replacement. Estimation of population mean, total and variance in PPS sampling with replacement. Des Raj ordered estimator, Murthy’s unordered estimator, Horvitz-Thompson estimator and their estimated standard errors. Yates–Grundy estimator, Midzuno-Sen scheme of sampling, IPPS sampling; Stratified random sampling; Systematic sampling; single start linear systematic sampling and multiple start systematic sampling, Circular systematic sampling, Estimation of population mean using auxiliary information: Ratio estimator and its properties, Regression estimator and its properties, Regression estimator with double sampling. Separate and combined regression estimators; Cluster sampling with equal and unequal clusters. Non-sampling errors, Various factors, methods of reducing non-response.
PART III - COMMERCE

Module I

Module II

Module III

Module IV

Module V
PART IV - MATHEMATICS

UNIT I

LINEAR ALGEBRA

Vector spaces: Definition, Examples and properties, Subspaces, Sum and Direct sum of subspaces, Span and linear independence of vectors, Definition of finite dimensional vector spaces, Bases: Definition and existence, Dimension Theorems.

Linear maps, their null spaces and ranges, Operations on linear maps in the set of all linear maps from one space to another, Rank-Nullity Theorem, Matrix of linear map, its invertibility.

Invariant subspaces, Definition of eigen values and vectors, Polynomials of operators, Upper triangular matrices of linear operators, Equivalent condition for a set of vectors to give an upper triangular operator, Diagonal matrices, Invariant subspaces on real vector spaces.

UNIT II

REAL ANALYSIS

Functions of Bounded Variation and Rectifiable Curves. Properties of monotonic functions, Functions of bounded variation, Total variation, Additive property of total variation, Total variation on [a,x] as a function of x, Function of bounded variation expressed as the difference of increasing functions, Continuous functions of bounded variation, Curves and paths, Rectifiable paths and arc-length, Additive and continuity of arc length, Equivalence of paths, Change of parameter.

The Riemann-Stieltjes Integral. The definition of Riemann-Stieltjes integral, Linear properties, Integration by parts, Change of variable in a Riemann-Stieltjes integral, Reduction to a Riemann integral, Step functions as integrators, Reduction of a Riemann-Stieltjes integral to a finite sum, Euler’s summation formula, Monotonically increasing integrators, Upper and lower integrals, Additive and linearity properties of upper and lower integrals, Riemann’s condition, Comparison Theorems, Integrators of bounded variation, Sufficient conditions for the existence of Riemann-Stieltjes integrals, Differentiation under the integral sign.

Sequences of Functions. Point-wise convergence of sequences of functions, Examples of sequences of real-valued functions, Definition of uniform convergence, Uniform convergence and continuity. The Cauchy condition for uniform convergence, Uniform convergence of infinite series of functions, Uniform convergence and Riemann-Stieltjes integration, Non-uniformly convergent series that can be integrated term by term, Uniform convergence and differentiation, Sufficient conditions for uniform convergence of a series.
UNIT III
DIFFERENTIAL EQUATIONS
Series solutions of first order equations - ordinary point - regular singular point - Gauss’s Hype geometric equations-The point at infinity, Chebyshev polynomials.
Special functions - Legendre polynomials - Bessel’s functions - Gamma functions.
First Order PDE - Curves and Surfaces, Genesis of first order PDE, Classifications of integrals-Linear equation of first order- Pfaffian Differential Equations- Compatible systems- Charpits equations, Jacobi’s method.
Second order PDE - Classification of second order PDE - One dimensional wave equations- Vibration of finite string - Vibration of semi infinite string - Vibrations of infinite string, Laplace equations – Boundary value problem, Maximum and minimum principles.

UNIT IV
OPERATIONS RESEARCH
Linear Programming : Formulation of Linear Programming Models, Graphical solution of Linear Programs in two variables, Linear programs in standard form, basic variable, basic solution, basic feasible solution, Solution of Linear Programming problem using simplex method, Big – M simplex method, The two phase simplex method.
Project management; Programme Evaluation and Review Technique (PERT), Critical Path Method (CPM)

UNIT V
FUNCTIONAL ANALYSIS
Normed Spaces and Continuity of Linear maps.
Hahn-Banach Theorem and Banach Spaces.
Uniform Bounded Principle – Closed and Open Mapping Theorems, Bounded inverse Theorems
Spectrum of a Bounded Operator – Dual and Transposes

NOTE: - It may be noted that apart from the topics detailed above, questions from other topics prescribed for the educational qualification of the post may also appear in the question paper. There is no undertaking that all the topics above may be covered in the question paper.